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Share Your Security Responsibility with AWS

AWS
Customer

Customer data
Platform, applications, identity, and access management

Operating system, network, and firewall configuration
Client-side data encryption & 
data integrity authentication

Server-side encryption
(file system and/or data)

Network traffic protection
(encryption/integrity/identity)

Compute Storage Database Networking

Edge
locations

Regions

Availability Zones
AWS Global 
Infrastructure

AWS is responsible for 
security of the cloud

Customer is responsible for 
security in the cloud



Trellix - AWS Partner Badges

+



Today’s Trellix and Amazon Integrations
Trellix and Amazon Web Services (AWS) have come together to expand
security capabilities on the cloud and uncover cloud-specific threats.

AWS Network Firewall

AWS Security Hub

Amazon Guard Duty 

Amazon Inspector

Amazon CloudWatch 

AWS CloudTrail 

Amazon Simple Storage Service 
(Amazon S3) 

Amazon Route 53

Amazon Virtual Private Cloud 
(Amazon VPC) Flow Logs- Lattice 

Amazon Security Lake Amazon Bedrock 

Amazon Gateway Load Balancer

AWS Verified Access 



Use Case:
Collecting 
Cloud Data



Cloud Connect

+ Add Cloud 
Connection

CONFIGURE > Cloud Connect

Browse Available 
Integrations

Follow configuration 
for the data source

1
2
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AWS Integrations



Demo: Adding an AWS integration 10 min

1. Log on: https://apps.fireeye.com/helix/id/hexnfv692/

2. Click on the menu button in the upper-left and click on Cloud Connect. 
3. Click on the Add Integration button
4. Search for “S3”
5. Use the following information in the configuration:

○ AWS region name: us-west-2
○ AWS bucket to monitor: test-bucket
○ (Optional) Override prefix for files: your-name
○ (Optional) If files are CSV, the class name to give it, a space, then the list of field names to 

map: <your chosen class name> <field list>
6. Click Submit
7. Run the generated Cloudformation template in the bucket’s account.
8. Any objects created in that bucket will be forwarded to Helix.
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Trellix and Amazon Security Lake

1000+ 
third-party 
connectors 
and data 
sources

Security 
Events

(in OCSF)
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founded

FireEye acquired

founded
IDC names Trellix as 

Modern Endpoint 
Security Leader

Rich History of Machine Learning & Artificial Intelligence

expanded 
integrations

2014
Created analytics such 

as Impossible Travel 

2016
Launched Guided 

investigations

2016
 Launched NextGen EPP 

with ML

2023
Launched AI driven auto 

investigations

founded



Inspect for Anomalies
Analytics



Analytic Detections for AWS



Gen AI Safety
Safety considerations for AI



Meet “Reginald Hornstein.”



https://chat.openai.com/g/g-9M2tb3qjm-crack-me



Forget the prompting challenge, just ask 
ChatGPT to give you the template!



The OWASP Top 10 for LLM Applications

LLM01: Prompt 
Injection

LLM02: Insecure 
Output Handling

LLM03: Training Data 
Poisoning

LLM04: Model Denial 
of Service

LLM05: Supply Chain 
Vulnerabilities

LLM06: Sensitive Info 
Disclosure

LLM07: Insecure 
Plugin Design

LLM08: Excessive 
Agency

LLM09: Overreliance LLM10: Model Theft

https://owasp.org/www-project-top-10-for-large-language-model-applications/

Trellix is a founding contributor to the OWASP Top 10 for LLM’s.



MITRE ATLAS Case Studies: https://atlas.mitre.org/studies/

Real-world Examples From Case Studies:
• “This supply chain attack, also known as "dependency confusion," exposed sensitive information of Linux machines with the affected 

pip-installed versions of PyTorch-nightly. On December 30, 2022, PyTorch announced the incident and initial steps towards mitigation, 
including the rename and removal of torchtriton dependencies.”

• “They attacked one of Kaspersky's antimalware ML models without white-box access to it and successfully evaded detection for most of 
the adversarially modified malware files.”

• “A coordinated attack encouraged malicious users to tweet abusive and offensive language at Tay, which eventually led to Tay generating 
similarly inflammatory content towards other users. Microsoft decommissioned Tay within 24 hours of its launch and issued a public 
apology with lessons learned from the bot's failure.”



https://embracethered.com/blog/posts/2024/whoami-conditional-prompt-injection-instructions/

 Copilot and Conditional Prompt Injections



Experience of Recipient B:



Experience of Recipient B:



Experience of Recipient C:



How Trellix Uses 
Generative AI
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1. Create thousands of connectors and parsers to normalize event data from anywhere.
2. Store all of the data on S3 and OpenSearch.
3. Analyze the data for anomalies with Amazon EMR and ML models. 
4. Report findings back to the customer.
5. Customer investigates.

Our pre-AI approach

Search Service

Anomaly

Data Lake

Human

ML Models

Data Sources



Effective, but hard to scale

Didn’t have time to investigate 
all findings

Ingesting Data

Analyzing and Matching

Searching obscene data volumes

What Worked

What Didn’t 



How do we find time to investigate 
everything that is “weird?”

 Detecting anomalies was 
not enough. 

We needed to focus on 
the right signals.

We needed gen AI.

26



Generative AI can ask key questions and 
understand answers

Anomaly

Data Lake

Human

ML Models

Data Sources Amazon Bedrock 

Questions about this anomaly:
• What else happened ?
• Who else was involved?
• Is this the first time it happened?
• How often does this happen?



What it takes to make gen AI work

1. Initial findings to investigate

2. Sub-second data retrieval times for all answers

3. Pre-built investigations for generative AI to ask the right questions
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Demo: Enabling AI Detections 5 min

1. Log on: https://apps.fireeye.com/Trellix XDR/id/hexnfv692/

2. Click on the menu button in the upper-left and click on Cloud Connect. 
3. Click on the Add Integration button
4. Click on the AI integration
5. Use the following information in the configuration:

○ API Key (for Trellix Helix customers): API key
○ Trellix XDR Client ID (for Trellix XDR customers): Client ID
○ Trellix XDR Client Secret (for Trellix XDR customers): Client Secret
○ (Optional) EU or AP instance of Helix: eu/ap/<blank>
○ (Optional) Custom instructions to guide the AI in its decision making: <instructions>

6. Submit



Find me the Top Ten Things I need to look at

 10 Alerts

Trellix Wise

1,000 Anomalies

Analytics, Rules, and Intel

 1,000,000,000 Events



Example: Anomalous Console Login

Based on recent investigations, the tell-tale sign 
that an account is compromised is a password reset 
followed by a login from a new country.

 Therefore, if a user resets a password and logs in 
from somewhere atypical, that needs to be 
investigated.

 Users travel, forget passwords, have executive 
assistants, etc.

 This happens hundreds of times per day in large 
organizations.
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Analytic thesis: Real World:



1. Get some answers to specific 
questions (human time saved): 

2. Is this user currently traveling? (3m) 

3. Were there failed attempts before the 
password reset? (1m)

4. Does the user have an executive 
assistant? (1m)

5. What level of access does this user 
have? (3m)

6. What did they do after they reset the 
password? (5m)

Generative AI performs 13 minutes of 
work in under 45 seconds.
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Generative AI Solution: 

5

1

2

4 3

5

1

2

4 3



How does GenAI actually interpret investigation results?

Based on the information provided, there are several signs of suspicious activity from IP 
10.207.17.85 that warrant raising the alert level:

• The SIEM alert indicates a detected brute force attack correlated with successful 
logins from the same IP. This alone is a serious security event.

• The IP has triggered other rules recently including Trellix IPS rules, indicating 
ongoing malicious behavior.

• The IP has generated logs across various systems including firewalls, DNS, and 
Windows events, showing broad suspicious activity.

Given the brute force attack, other security events, and signs of compromise across 
multiple systems, I would recommend raising the alert level for this event to High 
severity. A brute force attack that results in a successful login is a critical security 
incident that requires priority investigation and response. The supporting evidence of 
other suspicious network activity from this IP makes the situation more severe.



Real-world 
examples of 
GenAI 
auto-investigatio
ns



Investigate alert: TRELLIX ENDPOINT HX 

 GenAI ANALYSIS:

 Based on the information provided, there are a few factors to consider:
• The IOC detected relates to use of named pipes for command and control, which is inherently suspicious activity.
• The same IOC was triggered by 2 other hosts in the last 24 hours.
• The source IP has communicated with several external IPs, some of which appear to be cloud hosting providers.
• The source hostname and user are tied to other recent alerts, indicating repeated suspicious activity.
• The affected asset is the 'system' account, which has high privileges on the host.

While none of these are definitive signs of compromise on their own, together they paint a 
picture of potentially malicious activity that warrants further investigation. The source system 
and user should be examined more closely through additional logging and monitoring.

 I would recommend raising the severity of this alert to High, to escalate the response. The 
clustering of related activity and criticality of the affected asset justify treating this with increased 
urgency. However, more conclusive evidence would likely be needed to declare this a verified 
incident. Continued monitoring and gathering of forensic data should be prioritized.

[file write to named pipe (methodology)]



Investigate alert: TRELLIX ENDPOINT HX 

 GenAI ANALYSIS:

 Based on the information provided, there are a few signs of suspicious activity that warrant 
raising the alert level:
• The Trellix HX alert indicates detection of a file write IOC on the affected asset. This is a potential sign of malware infection.
• The supporting rules show additional Trellix HX alerts for malware detection and IOCs on the same source IP. This 

strengthens the indication of potential compromise.
• There are intel hits related to this source IP for non-DNS FQDNs associated with malware. This is further corroboration.
• The affected asset triggered the same IOC detection for a Trojan macro. The repeated detection is concerning.
•  The MD5 hash for this alert is associated with other alerts for this asset and IP. This indicates the malware is being 

spread.
•  The user associated with the asset is a demo user, which can be more prone to compromise if credentials are shared.

 Given the above, I would recommend raising the alert level to High severity. While a single IOC 
detection may only warrant a Medium alert, the repeated detections, intel hits, and signs of 
malware spread justify escalating the severity. Prompt investigation and containment actions 
should be prioritized for this alert.

[fe_trojan_macro_generic_129]



Investigate alert: TRELLIX ENDPOINT ENS 

 GenAI ANALYSIS:

 Based on the information provided, there are a few signs of suspicious activity that warrant 
keeping the alert severity at High or possibly raising it:
• The Trellix Endpoint Security rule was triggered, indicating detection of malware on the affected asset. This is a serious 

security event.
• The same malware detection rule has fired multiple times recently for this user across different assets. Repeated 

malware detections suggest a broader infection.
• The affected user "nt authority\system" is a highly privileged account on Windows systems. Malware running as this 

account has significant access and abilities on the system.
• There are related alerts for this source IP across multiple users and assets. This points to a broader infection or attack 

campaign affecting multiple systems.
• The affected asset has a high risk score and critical severity designation. Compromise of this system is a major security 

incident.

 Given the privileged user account, signs of a broader infection, and the criticality of the affected 
system, I would recommend keeping the alert severity at High or even raising it to Critical. The 
severity appropriately reflects the potential impact and signs of compromise. Prompt incident 
response is warranted to determine the scope of infection and prevent further damage.

[ATP - atp/suspect!1afa5ab2ea8b]



Investigate alert: OFFICE 365 

 GenAI ANALYSIS:

 Based on the information provided, there are several concerning factors that warrant escalating 
the severity of this alert:
• The alert description indicates a potential password spray attack was detected from this IP, which is a serious threat.
• The supporting rule hits show suspicious activity like brute force logins, EC2 instances being manually created, and Tor 

usage - all potential signs of compromise.
• The IP was involved in an analytics advisory for data exfiltration, another serious threat.
• The recent Office 365 activity shows failed logins for an external user, but also successful logins and inbox rule changes 

for internal users. This suggests the attacker may have compromised an internal account.
• The asset information is empty, so we don't have details on what systems this IP may have accessed.

 With multiple signs of compromise and potential access to internal accounts, I would 
recommend escalating this alert to High severity. We should investigate further to determine if 
any credentials or data were accessed, and ensure any compromised accounts are secured. I 
would also suggest blocking this IP if it does not belong to a known user.

[Password Spray]



Investigate alert: AWS CLOUDTRAIL

 GenAI ANALYSIS:

 Based on the supporting information provided, there are several concerning factors that indicate 
the severity of this alert should be elevated:
•  Multiple rules have fired for this user, including an intel hit and suspicious EC2 activity
• The suspicious IP tied to this user has triggered rules for brute force, password spray, suspicious inbox rules, and 

TOR activity
• This IP has accessed the user's role and performed concerning actions like launching EC2 instances
• There are no signs this activity is legitimate or authorized

 The asset information shows this is an AWS user account with no mitigating factors like a 
low-risk score.

 Given the breadth of suspicious activity from a single IP affecting this user, the severity should be 
raised to High. The suspicious IP, EC2 actions, and intel hit in particular are strong indicators of 
compromise for this AWS account.

[EC2 - Several Instances Manually Created/Started]
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Demo: Reviewing AI Detections 5 min

1. Log on: https://apps.fireeye.com/Trellix XDR/id/hexnfv692/

2. Click on the menu button in the upper-left and click on Cases. 

3. Click on the first case that starts with “[AI Updated]”

4. Review the informational fields for “change_severity” and “evidence_summary”



Never miss an alert
Alerts investigated 
with time available:
(e.g. 5 people * 8 hours = 40 hours/day) 

Alerts unseen for 
AI to investigate:
(Work remaining:  360 hours/day)

Most security staff only 
look at 10% of their alerts.

Trellix XDR raises 
alert scores so 
analysts see them.

Tr
el

lix
 A

I
In this example, 
Trellix AI performs 
the work of 45 
people!

10%



Finally, there is enough help to get the job done.

Alerts Per day 1,100

Events Per Alert 65

Analyst time per event 5 Seconds

Average customer scenario

To analyze every alert, Bedrock performs 357,500 seconds of analyst time
per day, which is about 12 8-hour shifts.

Trellix scales 
Analysts 
with auto 
investigations



Tuning across the entire ecosystem

Helix Connect allows Trellix Wise to be given specific instructions and guidance 
for its decision making.

This can be anything. Examples:

43

Always escalate 
endpoint alerts when 
the user has access 

to AWS.

Only escalate alerts 
from endpoints 

belonging to sales 
on weekends.

Be more suspicious 
of phishing emails 
near the end of the 

fiscal quarter.



Evolve from data mining to alert mining

44

Before After

Analyst overwhelmed by alerts Focus on top 1% without penalty

Waste time tuning tools to reduce alerts Turn on all available alert sources

Only investigate alerts that are clear/obvious Deep investigations on most valuable alerts

Reduce alert aperture to known-bad Spend time on innovation and threat hunting

Ignore most alerts No alerts ignored



The AI arms race

ML for Anti-virus ML for Email Security ML for Event Security Generative AI for Investigations

Ability to Automate

Polymorphic Malware Automated Phishing Darkweb Creds Market GenAI phishing

2005 202320152010
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Demo: Customizing AI Detections 5 min

1. Log on: https://apps.fireeye.com/Trellix XDR/id/hexnfv692/

2. Click on the menu button in the upper-left and click on Cloud Connect. 
3. Select the AI Integration in the drop-down of plugins
4. Click on the expansion arrow to show all fields
5. Update the text in the custom instructions field to guide the AI in its decision making: 

<instructions>
6. Click the save icon



Trellix Wise with EDR

47



 Trellix Wise 
with EDR
 Use Cases
• Natural language query for Historical and 

Real Time Search

• Rightsized Security Posture Management

•   Accelerated investigations and threat hunting

•  Dossier Mode provides executive summaries 
of an incident

• Interactive Mode enables analysts to uncover 
new security insights

• Knowledge Graph visually shows the attack pat

48



Natural Language Search
Trellix Wise with EDR

49

Use natural language to determine all the events pertaining to an 
endpoint, file, or process. For example, you can ask: 

“show me all events for 192.168.10.1 and 
for the endpoint named x-laptop”



 Trellix 
Detection – 
Modes
 Easily switch between 
Dossier mode for executive 
summaries and Interactive 
mode to unearth new 
insights through guided 
threat hunting

Exec Summary



 Analyze 
Detection – 
Dossier 
Mode
 Dossier mode provides 
executive summaries of 
an incident that details 
what happened, where 
it happened, when it 
happened, and whose 
credentials were 
involved.



 Analyze 
Detection – 
Interactive 
Mode
 Interactive mode enables the 
unearthing of new insights and 
their MITRE mappings through 
guided threat hunting by 
helping analysts answer 
questions of
When did the incident happen?

 What do I do with this information?

 What actions can I take? 

 Where can I get more information?



 Analyze 
Detection – 
Knowledge
Graph
 Knowledge Graph provides a 
visual representation of the 
anatomy of an attack



SOAR + GEN AI =  

Summarization of an incident
• AI can sift through diverse data sources, including logs, alerts, and threat intelligence, to extract 

meaningful insights

Recommendations for remediation
• By analyzing the characteristics and similarities between current and previously resolved 

incidents, AI can suggest appropriate remediation steps based on proven best practices

Recommendations for protections
• Based on this analysis, AI can offer recommendations for enhancing defenses, such as 

implementing intrusion detection and prevention systems, tightening access controls, 
updating security policies, or conducting security awareness training

Multilingual support
• AI's language processing capabilities enable SOAR platforms to support multiple languages, 

overcoming language barriers in incident response

Example Use Cases
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DLP Event Analysis
DLP Analyst Event Review

 An analyst typically takes a few 
minutes to hours to investigate 
an event.

 This has been one of the biggest 
challenges organizations have faced 
with Data Loss Prevention which can 
lead to frustration and potentially 
scaling back their DLP program 
when dealing with hundreds of 
events that need to be investigated 
daily.

 Common Investigation 
Questions Asked
• Which events should I focus on 

investigating?
• What occurred with this event?
• How confident am I that this event 

should be investigated?
• How can I summarize what occurred 

the end-user who is not technical?
• What next steps should be taken to 

investigate this incident?
• Are there any changes that should be 

made to the rule that triggered?
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Trellix Wise + DLP 
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Trellix Wise Analyzed 
Cases Annotated

Event Summary, Non-Technical Summary and Steps, 
SOC Summary and Steps all generated by Trellix Wise 

reducing the burden on an analyst 

Chat directly with Trellix Wise for additional 
context and investigation steps

Trellix Wise determines that the overall 
severity of the event should be raised 

bringing it to the attention of an analyst


